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I. INTRODUCTION

Flood attacks is to overflow computer system with such
a large number of packets that cannot be processed. For
example, if the system can only process 10 packets per second,
and the attacker sends 20 packets per second to it, then other
users, when trying to connect to the system, are refused in
service, since all resources are occupied. With such attacks,
the performance of the computer system or applications is
significantly reduced. Obviously, with this method of attack
there is a sharp increase in incoming traffic.

The purpose of this article is a mathematical description of
the Flood-attack.

We see that incoming traffic plays an important role. Traffic
is a parameter 7 that characterizes a typical situation for a
functioning computer system, traffic says that the system is
able to cope with incoming packets with a certain margin of
system reliability. An increase in traffic requires an increase
in the free resources of the system for its processing.

Futher, we known that an important parameter of the stabil-
ity and reliability of a computer system is its performance p,
expressed both in the processing speed of incoming packets
and the number of established connections. When the server
receives the data packet, it is processed. It takes time and
certain resources of a computer system. If a new package
arrives and the server is busy receiving or processing the
previous or other packet, then the newly arriving request-
packet is queued, taking up part of the system’s resources.

II. MODELS OF FLOOD-ATTACKS
A. Simple Model of Flood-attacks

Thus, the ability of system to function normally is deter-
mined by the number of responses to requests.

Denote by z(t) the number of responses to requests (system
resources involved in processing received packets) at time t.
Then
w(t+1) = z(t) + Klz(t)] + 7, ()

where K[x(t)] is the result of the processing requests at
moment t. The equation reflects the requirement that more
traffic requires an increase in the number of responses to
requests [1].

For simplicity, we assume that K[xz(t)] = kx(t), where k
is the quantity determining system performance

k={p—glz®)]}, )

and which is equal to the average processing speed of incom-
ing packets p taking into account its fall or increase depending
on the volume of employees resources: the more resources are
loaded, the lower the speed processing incoming packets.
The x queued packet must go through the connection (or just
go through the clogged channel, like a UDP packet) and after
processing , and possibly generate a response for the computer
that sent him. In other words, the package participates in its
processing at least twice. Therefore, we will reflect this by
accepting the assumption that g[x] = z2.
Thus, g[x(t)] = [#(t)]? and then

w(t+1) = z(t) + [(p — po) — 2*()]2(t) + (7 — 70), ()

where some “typical” for this server performance values pg
and traffic 79 are entered. During the transition to continuous
time the equation (3) is reduced to the equation

dx

= = P —po) = 2*@®)]a(t) + (r = m), @)
or
dx 0
E = —%V(.’t,p, T)v (5)
Where

1 1
Ve,p7) = o' = 5= po)a? — (- = m)a. ()

From the form of the expression (6) we see that the server
is potential dynamic system whose potential is described by

“cusp” catastrophe [1].



B. Complex Model of Flood-attacks

In reality the incoming request during decapsulation is
processed at all levels of the OSI model. In addition, attacks
can performed simultaneously on the protocols of all seven
levels. Consider this, we assume that g[x(t)] = [2(¢)]". It
means that we have the following model of Flood-arrack in
the form of differential equation [2]:

d
Z=lp—p) =2 OO+ (). D
or
dx 0
E = _%V(‘rap77—)7
where
Lo 1 2
V(x,p,7) = 533 - 5(17 —po)z” — (T — 7o)

Dynamic system (7) is described by Ag catastrophe [2].

But we can consider the following more complex model of
the Flood-attacks:
dz

7 = —p0) 2" WIGle®O) + (r = m0), @)

Kz(t)] = kG[z(t)],
k=(p—po)—a(t).

C. Stationary equilibrium

It is natural to assume that in everyday routine conditions
the server has on average the same performance p and traffic
7. Moreover, the number of responses on average is more or
less constant, i. e. z(t) = x¢p = const. In this case

dx

>0

dt
and therefore xg = xo(p, 7) is a solution to the equation

0
%V(Io,p, T) =0.

Such solutions are called the states of stationary equilibrium.
The server thus abides as usually in a state of stationary
equilibrium. If the computer system had performance p < pg,
i.e. not very high, traffic 7 > 79 and was in equilibrium A,
then with increasing traffic we get the catastrophic jump of
such characteristic as quantity responses to inquiries. In other
words, the we have the transition to new equilibrium B of the
“fallen” server.

III. NASH EQUILIBRIA

The stationary equilibrium state of the system, or stationary
equilibrium, is state for which its characterizing parameter x(t)
does not change with time, i. e.

dx
— =0.
dt

In our case the stationary equilibrium state says that the
number of responses x = const. It is simplifieds description
of server work.

However, the systems are often controlled by external
factors uq, ..., un, and in fact, their dynamics is described by
the differential equation of the form

CC% = f(t,x,uq,..

In this case, we can consider this equation in the framework
of optimal control theory, and moreover, in the framework of
the theory of differential games, and find the so-called Nash
equilibrium.

In the theory of differential games each control factor wu;
is considered to be in possession of the player ¢, who tries
to use it to affect the system so to have a maximal winning
or minimal losing. Player’s wining/lossing is described by
some given function J;(z,uy, ...,upn). Clearly, in reality, it is
difficult to suggest that the factors can be changed completely
independently from each other, and therefore, an equilibrium
can be established in the system in a certain sense. In this
case, Nash equilibrium means that if any player is trying
to change their management strategy unilaterally while other
players policy remains unchanged, he will have the greater
loss.

”The Nash solution is characterized by an equilibria in
which each player has an outcome that cannot be improved by
a unilateral change of strategy. The Nash strategy safeguards
against a single player deviating from the equilibrium strategy
and is well suited for problems where cooperation between
players cannot be guaranteed < .. > A Nash differential game
consists of multiple players making simultaneous decisions
where each player has an outcome that cannot be unilaterally
improved from a change in strategy. Players are committed to
following a predetermined strategy based on knowledge of the
initial state, the system model and the cost functional to be
minimized” [3].

I think that the Nash game is very good description of
situation in which a server administrator and hacker are reality
existing.

.,UN>.

IV. NON-ZERO-SUM DIFFERENTIAL GAME AND NASH
EQUILIBRIA

We consider the algorithm for finding Nash equilibria. It
is natural to consider a non-zero-sum game, since the prizes
of hacker and system administrator of the server are weakly
related.

If a player forms ”its” control action in the form of only a
function of time u(t) for the entire duration of the game, then
u(t) is the program control of the player. Earlier we called
it using the term “control”. However, a player can choose his
own control depending on the position of x at the time point
t the system is in. In this case, the player constructs a control
action in the form of a function u(t, ), which already depends
on the position {t,z}, and for w(¢,z) the term positional
control of the player is used. Often they simply write u(z).

In the literature, we can meet other terminology [4].

We have an open-loop strategies, if apart from the initial
data, Player ¢ cannot make any observation of the state of the



system, or of the strategy adopted by the other player. In this
case, his strategy must be open-loop, i.e. it can only depend
on time ¢ € [0,T]. The set U; of strategies available to the i-th
player will thus consist of all measurable functions ¢ — w;(t)
from [0, T into U;.

Assume that, at each time ¢ € [0, T, player ¢ can observe
the current state x(t) of the system. However, he has no
additional information about the strategy of the other player.
In particular, he cannot predict the future actions of the other
player. In this case, each player can implement a Markovian
strategy (i.e., of feedback type): the control u; = w;(¢,x) can
depend both on time ¢ and on the current state x. The set U,
of strategies available to the i-th player will thus consist of
all measurable functions (¢,z) — u;(t,z) from [0,T] x R™
into U;.

We will look for positional control (= Markovian strategy),
or Nash positional equilibrium.

For the differential game of N players

dzr N
= @)+ Y g,
j=1

f(0) =0,
z R, u; €R,
winning functions
o0 N
T eun) = [ @uta) + Y Ryl e,
0 J=1
(i=1,..,N),

Qi >0, R; >0, Ry >0,
existence of Nash equilibria
Ji(ui, ud ul . uy) <
ST (U7, UGy ey Uy, Uy U g ey U ), 9)
Vu;, i=1,...,N,
is reduced [5] to extremely difficult problem of finding a

positive definite solution V;(x) > 0 of the nonlinear Hamilton-
Jacobi equation

(Vi)e (@) f(z) + Qi(x)—
1, &

J

[9; (@) (Ry5) = (Vy) ot
1

D Rigloi (@)P[(Ri) TPV, =0,

Jj=1

(10)

=

which is used to construct the Nash equilibrium [5] (see
Theorem 10.4-2):

1
0l () = w(Vile) = —3Rugi(@) Vi), (1)
i1=1,...,N.

A. Nash equilibria of Simple Model

In this case [6], N = 2, player 1 is the server administrator,
player 2 is hacker and
Uy =p—PpPo, U2 =T —To,
f(.T) = —J}S, gl('r) =, 92('1:) = 17

for Ri1 = Ros = 1, R15 = Ry; = 0 the Hamilton-Jacobi
equations are:

Q1 + (Vi) f (@) — ~lgr (@)PI(ViY )2~

4
1 2 / /
~Sloa (@) (), (Va)l =,
1
Q2+ (Vo) f(x) — 1[92(90)]2[(‘/2);:}2_
1
—5 @), (), =0,
Assuming that
1
Vie) = Va() = 5%,
we obtain the Hamilton-Jacobi equations in the form
1 1
Qi —xt — Zx‘l 5302 =0,
Qo —zt — 1962 zt=0
2 472

Hence,

5 1
Ql = 13’54 + 51’2 > 0,
3 1
Q2 = 5954 + Zacg > 0.
These functions are positively defined.
Therefore, by Theorem 10.4-2 of [5], we have the Nash
equilibrium
. 1
P =Dpo— 5‘%.2?

found by the formulas (11).
Winning functions are

(12)

. 1
T :7_()_5337

—+o0

L@mﬁ%:/ﬁ%@%ﬂpfmﬁﬁ,
0
—+oo

Jo(,p,7) = / Qo) + (7 — o) dt.
0

Thus, the Nash equilibrium, and the optimal decisions made
by the system administrator are achieved if this decision at
the traffic of 7* should correspond to the implementation of
performance described by the parameter p*.

Conducting differential games and calculating equilibria is
useful from the point of view of determining the degree of
reliability of the system under study. Equilibria are established
if the system is able to resist. If there are many equilibria,



then the system administrator has at its disposal a range of
resistance thresholds — security prevention measures consisting
of pairs (7%, p*), giving estimated characteristics of a possible
set of security prevention — performance p*, as well as traffics
7*, allowing us to judge the degree of success of taken security
measures.

The various strategies we are talking about can be obtained
by taking, for example,

1
Vi(z) = Va(x) = %xzm, m > 1.

In this case,

2m-+2 1 4m 1 4m—2

Qi=x + -+ - > 0,
4 2

2m-+2 1 4m—2 1 4m

and a series of optimal Nash equilibria has the form:
1 1
pr=po——x¥, =14 =2 m=1,2,..

2 2

B. Nash equilibrium of Model (8)

We consider function G[z(t)] = 2%%, s = 1,2, ....

In this case, N = 2, player 1 is the server administrator,
player 2 is hacker and

Uy =p—PpPo, U2 =T —T0,

f($) = 7x7+285 gl(gj) = IQS’ gQ(I) = 17

for Ri1 = Rsoy = 1, R12 = Ry; = 0 the Hamilton-Jacobi
equations are:

Qi+ (W), f() — Ll @I
Sl @204, (), =0,
Qa + (V) () o) PV )]~
o (@A), (), = 0.
Assuming that
Vi(a) = Va(a) = 30,

we obtain the Hamilton-Jacobi equations in the form

1 1
Ql _ $8+28 + Zx4s-|—2 + §$2,

Q2 _ (L’8+28 + ixQ 4 %x4s+2.
These functions are positively defined.
Therefore, by Theorem 10.4-2 of [5], we have the Nash
equilibrium
% IL'2S+1 , 7_*
found by the formulas (11).
Winning functions are as in previous section.

p*=po— =10 = 5, (13)

C. Absence of the Nash equilibrium in Model (7)
The functions V;(x) must have a form z2¢ and Q; > 0.
Hence function
(V;)I f(l’) ~ $2d_1($8) _ $2(d+4)_1

x

and can not be a positive defined.
The conditions of the Theorem 10.4-2 of [5] are not
satisfied.

V. ZERO-SUM DIFFERENTIAL GAME AND NASH
EQUILIBRIA

We considered the Nash equilibria of non-zero-sum games
for our models. But It would be helpful to consider the case of
zero-sum differential game for our models, because such game
presents the uncompromising confrontation of administrator
and hacker.

We take a simple model in the following form

X = 1tp— o)~ 2 @at) + (7 — ) =
= f(@) + g1 (@)ur + ga(w)us, Y
y = h(z),
where

Uy =T —To, U2 =P — Po,

gl(‘r) =1, QQ(IE) =T,

and y is packet counter.
We look for the Nash equilibria (p*, 7*) such that

J(p* 7)< Jp*, ") < J(p, )

with winning function
+oo

J(p7) = / h2(2) + R(r — 70) — 72(p — po)2dt,

R >0, v=const>D0.

Pair (p*,7*) will be a Nash equilibrium (Theorem 10.2-2 of
(5D, if

1) there exists a smooth positive semi-definite solution
V(z) € C! to the Hamilton-Jacobi equation

1 1,
(V')?g5 + W(V )?g5 =0,

2 !
h Jer(:v)fE

such that closed-loop system

dx N N
= = F@) + g1(@)ui + ga(w)us,
* 1 / * 1 /
Uy = —ﬁgl(az)V (), wu;= 7272 g2(z)V' ()

is locally asymptotically stable;



2) system

Y [0~ po) — P O)etr) =
= f(z) + g1(x)u1, (15
y = h(z),

is zero-state observable, i.e. if u; =0, h =0, then z = 0.
It is easy to see that these conditions are satisfied for

s 1

Rzlv 0 _Zv

1 1
h(‘T) = 5'1”‘7 V(aj) = 5372’

when
1

[#(O0) < -

VI. VON STACKELBERG EQUILIBRIA

When we meet the very strong hacker then his influence can
be prevailing. In this case we must use the Von Stackelberg
equilibria.

A hierarchical nonzero-sum technique was derived by Von
Stackelberg, where an equilibrium solution can be determined
when one player’s strategy has influence over another player’s
strategy. The Stackelberg technique has been accepted as the
solution to a broad class of hierarchical decision making prob-
lems where one decision maker (called the leader) announces
a strategy prior to the announcement of the second decision
maker’s (called the follower) strategy” [3].

The optimal reaction set for player 1 (the follower u; € Uy)
to a control uy € Uy is

Ri(uz) ={v €U | Ji(v,u2) < Ji(u1,uz) Yuy € Ui}

If player 2 is leading (hacker) then u3 € Uy is called a
Stackelberg equilibrium for player 2, if for all uy € U,

sup JQ (73 u2)a
YER1(u3)

sup Jo(7,u3) <
YER1(u3)
then uj € Rq(ub) is an optimal Stackelberg strategy for the
follower.

I think that the Stackelberg equilibria are very importent for
investigation of dangerous situations arising from attacks that
are carried out by experienced hackers. Stackelberg security
games are a modeling framework for scenarios in which
a defender chooses a randomized security policy, and an
adversary observes the distribution of the randomized policy
and selects an attack accordingly [7].

VII. CONCLUSION

We have shown that it is possible to use the theory of
differential games to the study of Flood-attacks. We have
shown that in system “hacker-server administrator” there exist
the Nash equilibria that are established in the system when
some defined mediated connection between the external factors
is reached.
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